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Motivated by stochastic modeling and estimation 
in disability studies --where on numerous occa- 
sions proportions of mutually exclusive 
categories within a proper subset of a strati- 
fied random sample have to be estimated- - 
combined, Beale's and modified ratio estimators 
are derived under the stratified sampling scheme. 
Improved approximations of the biases and vari- 
ances of the estimators are developed. The 
estimators are then compared in terms of bias 
and efficiency. 

1. Introduction and Notation 

Let simple random samples of sizes nh be 

selected from populations of sizes Nh from 

strata h =1,2,...,L. We assume that within 

the sample from stratum h there is a subset 

of size possessing characteristic k and 

that this subset can be further partioned 

into M mutually exclusive classes of sizes 

nhjk, 
for j= 1,...,M and h =1,...,L. Although 

the numbers of individuals selected, 

nl,...,nL, will have been fixed in advance, 

the sizes of individuals possessing the 

characteristic k namely, nl.k, 'nL.k will 

vary from sample to sample. 

Let Nh.k and Nhjk denote the unknown 

population sizes corresponding to nh.k and 

nhjk, 
respectively. Define, 

L L 
N 

. 

E 
Nh.k N. 

Nhjk and 
h=1 , 

j 

L 
N= Nh. 

h=1 

Based on the stratified random sample of 
L 

size n= E described above, we wish to 
h =1 ' 

estimate the proportions of the sizes of 

those possessing characteristic k and also 

falling into class j, within the total 

population to i.e., 
, 

=N.jk 
/ 

for j =1 ..... M (1.2) 

It is well known [11, p. 22] that, 
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L 

Pstjk Nh(nhjk / N and 
Pst.k 

h=1 
L 

Nh(nh.k 
/ nh) / N, 

h=1 

are unbiased estimators of P. = N 
.jk 

/ N and 

P.k 
= / N, respectively. Since the vari- 

ances of and Pst.k tend to zeros as 

n and Nom, Pstjk and Pst.k are consistent 

estimators. Therefore, the estimator 

r Pstjk Pst.k 
(1.3) 

is a consistent estimator of P. Since 

{nh.k 1<h <L} vary from sample to sample, r 

can be treated as a combined ratio estimator. 

The estimator r is generally biased. Other 

ratio estimators had been developed in the 

literatures to reduce the bias. Four of these 

estimators, simple ratio, Quenouille's ratio 

(t1), Beale's ratio (t2) and modified ratio 

(t3) had been compared under the simple ran- 

dom sampling scheme [12]. It was concluded 

that the three estimators, t1, t2, and t3 were 

attractive from theoretical as well as compu- 

tational point of view. Comparison of the 

variances, to 0(n-2), showed that t2 and t3 

were the most efficient estimators; where n 

was the size of the simple random sample. 

In this paper the combined, Beale's and 

modified ratio estimators are developed, under 

the stratified random sampling scheme for pro- 

portions. Their biases and variances are 

derived to the order of 0(n -2). We assume 

that n /nhiuh (bounded), as n and nh becoming 

large, for all h. Comparisons of the estima- 

tors are then made in terms of efficiency and 

bias. A first approximation to the order of 

0(n-1) of the variance and bias of an estima- 

ted domain mean (treated as a combined ratio 

estimator) based on a stratified random sample, 

had been derived [1, P. 148;3]. A second 



approximation to the variance of a simple 

ratio estimator, by using Taylor's series 

expansion and retaining terms to 0(n-3), 

based on a simple random sample, had also 

been established [l]. 

When the domain of the study is an event of 

infrequent occurrence, the first approxima- 

tion does not always have a known accuracy, 

it is natural to consider improving the 

approximation by including some higher order 

terms. Since variance approximations to 

0(n-1) of the combined ratio, Beale's ratio 

and modified ratio estimators are the same, 

the improved approximations to 0(n-2) of the 

variances are also necessary for the effi- 

ciency comparison. 

2. The Estimators and Their Biases. 

Introduce random variables yhi and for 

h= 1,...,L, and i= 1,..., nh such that 

r if the ith individual of the 
sample from stratum h possesses 

yhi= 
characteristic k and also falls 
into class j; 

otherwise;, 

1 if the ith individual of the 
sample from stratum h possesses 
characteristic k, 

0 otherwise. 

Thus, 
L L 

r=[( E Nh yh) N] / [( E Nh ) N] 

h=1 h=1 

= Yst / 
(2.1) 

is a combined ratio estimator, where 
n 

= xhi 
/ nh nh.k / 

nh and 

i =1 

Yh nhjk / 

Also, let Yhi, 
Xhi 

be the population values 

corresponding to yhi and 

L N 
E Eh 

/ N =N. .k N, 
h =1 i =1 

L N 
Y=E /N, 

h=1 1=1 
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Xhi Nh, 
Yh 

Uh= 

Yhi / Nh, 

Uh= Nh / N, = 1 
and 

nh nh 

1 1 

Therefore, Pj/k = / 

A first approximation to 0(n-1) of the bias 

of r, B1 (r), is 

z 

= P U2 
Shx Shxy 

J/k h=1 h 

(2.2) 

The Beale's and the modified ratio estimators, 

t2 and t3, can be expressed as 

L 
r[1+hElUh fh shxy /(xst Yst)] 

L 
(1+ E Uh 

fh shx / xst) 
and 

h=1 

L 
t3= r E Uh 

fh [shxy / st 
) 

h=1 

(shx 

In (2.2) and (2.3), 

(2.3) 

N 

Shx = Eh h) / (Nh 1), 

i=1 

N 

Shxy = Eh (Xhi Xh)(Yhi - / (Nh 1), 
i=1 

(2.4) 
n 
h 

shx = 
E 

- 
/ (nh 1) and 

i=1 

shxy (xhi xh- )(Yhi Yh- ) / (nh 1). 

We assume that when the sample size n is 

sufficiently large and hence nh for 1 <h <L, 

are large 

- / <1 and hence 

- 
/ (2.5) 

Condition (2.5) is satisfied when 

nh> (N -nh)(X - / if > and 

nh> (N- nh)(Xh - / X if < 

where = - nh / (N -nh). 



For notational simplicity define, + E E . 

= 
- X' 

= 
yst - 

Using (2.6), (2.7) and (2.8) the expectations 

7x = Xh, ehy 3'h - of of r, t2 and t3 to 0(n 2), under assumption 

Nh 
Uhab = 

Eh 
(Yhi - Yh)a 

Xh)b 
and 

(2.5), are obtained as: 

=1 L 

a b 
E(r) =Pj 

/k 
{1 
hEl[Uh fh (Ch02 - Chll) 

Chab Uhab 

+ U h (gh - 3 h / Nn)(Ch12 - Ch03) 
for constants a and b. Thus, r can be 

expressed as + 3 Uh 
Ch02 (Ch02 - Chll) 

r = Pj/k [1 + ex] 

= + ( -1)1 . 

=0 

The necessary expected values, some of which 

due to Kendall and Stuart [9, Chap, 13] and 

[12] are listed below: 

E = (gh - 3fh / Nh) Uh03 

L 
+ 3 E Uhfh fhCh02(Ch'02 - 

h,1141 

(2.9) 

L 

E(tz)=Pj/k{1-hElUhh (2g 3fh/Nh)(Ch12 
Ch03) 

+ Uh fh 
Ch02 h02 

L 

E e 
= 

3f / (2.7) -2 E UhUh.fh 
h hy h h h h12 h,1141 

h*h' 
E ;4 

hx = 
3f2 
h 

U2 
h02 + 0(n-3) and 

E ehx fh 
(Uh20 Uh02 

E(t3)=Pj/k{1-hEl[Uh(2gh-3fh/Nh)(Ch12-Ch03) 

E 
( n -3) 

hx ehy = Uh02 Uhll 
+ 0 

hx hx) = 
fh 

Uh03 

E 
ehy Sz Fh Uh12 

E 
(shxy Shxy) = f h Uh12 

E (shxy Shxy) 
= f h Uh21 

+ f2 
Ch02 (C - Chll)] 

L 

- 3 
(Ch'02 Ch'11)1. 

For the case of proportions, let 

Ph.k Nh.k 
Nh, Phjk Nhjk 

L =Nhjk Nh.k 
and 

E E NhEehx 
h=1 Wh Nh / N..k 

. L 
+ 3 NhE E (2.8) 

, 

E E NhE7y7x 
h=1 

L 
+ 3 E Nh Nh.E ehx 

ehy 
E and 

h,h=l 
h*h' 

L 

E eex=N{E 
h=1 

L 
+ E Nh N2 [2 E ehy eh.x 
h,h4l 
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we have, 

Uh20 
Phjk (1 Phjk). 

Uh02 P h.k (1 P 

Uhll 
P (1 P 

Uh12 
Phjk - 3Phjk 

Ph.k 
+ 2P P2 

Ph.k, 

Uh21 
Phjk 2Phjk 2Phjk 

Ph.k 

- Phjk and 

2 

Uh03 Ph.k 
3Ph.k + 2Ph.k 

(2.10) 



Substituting (2.10) into (2.9) to obtain, 

L 

E(r) = Pj 
/k 

+ E W2 
Ph.k 

h =1 

and 

(1-Ph.k)(Pj/k 
- Phj/k) 

+ Wh - 3fh / Nh)(2Ph.k 
- 

1)] 

- 3fh/Nh)(Ch21-2Ch12+Ch03) 

+ U4 f2 (8C2 - 16C C + 3C C 
h h h02 h02 hll h20 h02 

L 
+ 5Ch11)] + E Uh Uhfh fh'(8Ch02Ch'02 

h,h=1 
h*h 

- 16C C + 3 
C 

C C 
h02 h'll h02 h'20 Chll h'll 

+ Wh 
Wh'fh fh'Ph.k (3.3) 

(1-Ph.k) Ph:'k (1-Ph:k)(Pj/k Ph'j/k) 

E(t2)=Pj/k Wh(2gh - 3f h./ 
h.k 

- 1)(Pj/k - Phj/k) 

L 

- 2 E Wh 
Wh'fh fh'Ph.k (1-Ph:k) 

Ph:k (1-Ph:k)(Pj/k 

(2.11) 

L 

E(t3) = Pj/k 3fh/Nh) Ph.k 
h=1 

Phj/k) 

L 

- Wh fh'Ph.k (1-Ph.k) 

Ph:k (1-Ph:k)(Pj/k 
Phj/k). 

From (2.11) it can be seen that t2 and t3 

are both less biased than r. In most cases, 

t2 appears to be slightly less biased than 

t3 

3. Variance Approximations 

The variances of r, t2 and t3 are, by 

defination 

V(r) = Ere - (Er)2 , 

V(t2) = Et2 - (Et2)2 and 

V(t3) Et3 - (Et3)2 

(3.1) 

Squaring both sides of equation (2.6) and 

using the expansion, 

-L (1 + e 
x 

E (- 1)i(i +l)(e 
x 

=0 (3.2) 

the variances of r, t2 and t3 to 0(n -2) are 

obtained as, + /k(1- Phj 
/k) L 

V(r) = Pj /k { 
E U 

fh(Ch20- 
+Ch02) 

+ 2Wh (fh -Ph.k) 

and 

V(t2) V(t3) P/k{ 
E [Uh fh (Ch20 

h=1 

- 2C 
hll Ch02) 

+ (fn/Nh) 

(Ch03 - 
2Ch12 

+ Ch21 + 
U 
h 

f2 
h 

(2C2 

- 4Ch02 C+ CC+ C2 hll h20 h02 

L 

+h,h°1 
Uh 

Uh'fh 
(2Ch02 

Ch'02 

h=h 

- 4Ch02 
Ch'il + Ch02 Ch'20 + 

(3.4) 

For the case of proportions, substituting 

(2.10) into (3.3) and (3.4) to yield, 

L 

V(r) E Ph.k {(1-Ph.k)(Pj/k 
-P )2 

h=1 

+ 2Wh 

+ 8Wh 
fh Ph.k(1-Ph.k)} + Phj/k (1-Phj/k) 

2Wh 3fh/Nh)(1-Ph.k) 

+ 3Wh 
fh Ph.k.(1-Ph.k)]} 

L 
+ 

fh'{Ph.k Ph'.k (1-Ph.k) 
h,h='1 

h*h' 

(1-P h'k)(Pj/kPhj/k)2+ 3Ph"j/k(1-Phj/1 

+ 

(3.5) 

and 

V(t2) = V(t3)=hE1Wh Ph.k {(1-Ph.k) 

(Pj/kPhj/k)2Efh+2Wh(fh/Nh)(1-2Ph.k) 
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Ph.k (1-Ph.k)l} 

L 
+ E W2 Wh,fh fh,{Ph.k(1-Ph.k) Ph'.k 
h,hal 

[2(1- /k /k)2 

/k 
(1-Ph,j /k) + /k (1- 

(Phj - . (3.6) 

On comparing the variances in (3.5) and (3.6) 

we have, 

L L 

V(r)-V(t2) 2{ E E Wh Wh,fh 
fh'Ph.k 

h=1 h=1 

(1-Ph.k)Ph'.k [3(1-Ph..k)(Pj/k )2 

+ Ph 
j/k (1-Ph 

L 

- E Wh fh Ph.k 
h=1 

(Pj/k - Phj/k)2 

+ Phj/k (1-Phj/k)l 

L-1 

- 2 E Wh Wh,fh 
fh Ph.k 

h'>h h=1 

Ph'.k 
(1 -Ph 

.k)(Phj 
- /k)2} 

. 

The estimators t2 and t3 appear to be more 

efficient than r in many cases, when the 

population parameters, Ph > for 

h =1,...,L. 

4. Conclusion 

The computation formulas for estimators t2 

and t3 are not as simple as that for r. 

However, in view of the comparisons, estima- 

tors t2 and t3 not only are less biased than 

r, but in many situations are also more 

efficient than r. Furthermore, since the 

sample values and are required in 

estimating the variance of r, even to the 

order of 0(n -1), the computation formulas 

(2.3) for t3 and t2 cannot be considered as 

tidious for the case when they are more 

efficient. Let V(r) and V(t2) be the esti- 

mated variances of r and t2. Also, define, 

and 

P 
hj/k nhjk nh.k 

When the parameter values are not available, 
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the following equation could be used in com- 

paring the estimated variances of the esti- 

mators. 
L L 

V(r)- V(t2) =2 { E E Wh W2 fh 
h =l h' 

(12Ph.k)Ph'.k [3(1-Ph.k)(r-Ph.j/k)2 

+ (14 hrj/k)l 

- 
fh Ph.k 

h=1 

[(1-2Ph.k)(r-Phj/k)2 + 

L-1 
W2 - 

2h>h hl 
Wh 

Whfh h.k 
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